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Abstract. Head pose estimation is an important problem in the field
of computer vision and facial analysis. We model the problem of head
pose estimation as a regression problem, where the three rotation an-
gles (yaw, pitch, roll) are functions of the face appearance. We make
use of that fact and learn the appearance of the face using a tree cas-
cade of sparse Multi-Variate Relevance Vector Machines (MVRVM). Our
method is fast and suitable for real-time applications as it is not compu-
tationally expensive. Our method learns the face appearance to estimate
the head rotation angles. We evaluated our approach on two challeng-
ing datasets, the YouTube Faces and the Point and Shoot Challenging
(PaSC) dataset. We achieved results of head pose estimation (yaw, pitch,
roll) with mean error less than 5 degrees and with error tolerance less
than ±4 on the PaSC dataset. In terms of speed, one prediction takes
around 6 milliseconds, which is suitable for real-time applications and
also with high frame rate.
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1 Introduction

Due to many potential applications, head pose estimation has become one of
the most active and important topics in computer vision [12]. The problem can
be considered as a sole problem to be solved and tackled, or as an important
part of a bigger system. For example, it can help in gaze estimation problems.
Valenti et al [17] combined head pose with eye location to solve gaze estimation
problem.

As outlined in [12], the problem of head pose estimation has been framed
as a crucial factor in the field of facial analysis, in case robustness to pose is
required in an application. For example, in implementing a gender classifier, a
pose estimator can be an important pre-processing step in the system.

The problem can be addressed as a classification problem, where the system
can try to classify the face in one of the main rotations, like left profile, right
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profile, semi profile on both sides and frontal face. An SVM could be sufficient
in that application. However, if we add more possibilities, the number of classes
will be very big in a way a classifier can fail at. Thus, to predict a wide range of
angles, we model the problem as a regression problem, where we provide data in
the training phase, and our approach can learn the data, and use it to estimate
the three rotation angles at a time.

Our approach builds a tree cascade of regressors, where each node in the
tree is trained in subset of the training dataset. We estimate the three rotation
angles with the cascade tree of Multi-Variate Relevance Vector Machines [16].

Fig. 1. Sample frames from the PaSC dataset [3]. The top images are from the control
subset videos (steady camera). The bottom frames are from the hand-held videos.
Hand-held have lower quality and resolution. The dataset have videos captured indoor
and outdoor. The persons walk during the video, thus we have different, continuous
head poses

Although we build over previous work where MVRVM was used for head
pose estimation[15], we significantly improve over this work by building a more
complex structure of MVRVMs that yields less error. The work in [15] was limited
to single subject only. However, with our new tree structure, we generalized the
method for faces of unseen subjects. Moreover, We trained MVRVM models with
better input angles generated by state of the art head pose estimation algorithm
by [2]. Moreover, we validated our new approach for generalization and worked
with more challenging datasets, the PaSC [3].
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2 Related Work

In recent time, head pose estimation attracted more interest in the computer
vision community. Different approaches have been investigated in solving this
problem. Some researchers work on 2D facial images [5, 13, 10], and others work
on 3D data [4, 8]. For the methods that use AAMs [5] or any specific facial
feature, their estimation is dependent on specific features detection, like facial
landmarks, thus, making that error prune. In case an error exists in the features
detection, it propagates to the head pose estimation.

In the approach proposed by [7], 3D data is used. The 3D data requires special
hardware for capturing. In fact, that makes their approach limited to this type
of data and cannot be applied on 2D video sequences. Besides, the work done
by [11] uses both color data and depth data. They base their estimation on the
point cloud data, they achieve very good results. However, comparing to these
approaches is not possible as we work with 2D images from video sequences.

Our work deals with 2D facial images. This problem was addressed before
in the work done by [19], however, they have a high error tolerance of ±15◦.
The problem of head pose was addressed in the work by [2], and they depends
on landmark detection. Thus, making head pose estimation depending on the
landmark detection. Having this constraint in their approach, they are limited
to angles of about -60 to +60 degrees, where enough landmarks are still visible.
Our proposed approach doesn’t rely on landmarks.

Previously, using MVRVMs in solving the problem in head pose estimation
was introduced in [15]. The idea was tested on videos of single subjects from
the YouTube faces dataset [18]. It was limited to one subject in the training,
in other words, it wasn’t generalized to work with any unseen subjects. In this
work, we go deeper into the MVRVMs by testing different kernel types. We also
work with larger dataset, the Point and Shoot Challenging dataset [3].

3 Methodology

As introduced before in the introduction and related work sections, we build our
approach on previous work by [15]. We used MVRVMs for head pose estimation,
where it was trained on a single subject. In this work, we want to reduce the
error in the estimated head rotation angles and validate the generalization of
our approach for unseen faces. For that we introduce the idea of building a more
complex structure, that doesn’t only have one single MVRVM to make the head
pose estimation, but the structure has a tree of MVRVMs. As we build upon
previous work, we use the same feature extraction method, which is a vector of
normalized pixel intensities extracted from the facial image.

Figure 2 shows an abstract overview of the proposed method. The detected
faces are fed into the feature extraction step, then the features and corresponding
angles are fed into the Root node of the cascade tree. The cascade is discussed
in details in the next subsection.
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Fig. 2. Overview of the input faces and the cascade tree of sparse MVRVMs

3.1 Cascade of Sparse Regressors

The cascade of the regressors is built in a tree structure. The yaw angle is used
in branching the tree, as it is the rotation angle of the head that has the widest
range. The yaw angle can start from -90◦(left profile face) to +90◦(right profile
face). At the root node in the tree, the MVRVM is trained on the input samples,
which consists of the features of each face and its corresponding three rotation
angles. Going to the next level of the tree, the number of children of the node is
determined by the branching factor b. If b = 3, the yaw angle range is split into
three ranges, and the data is filtered such that each node has the samples that
lie in the corresponding yaw angle range. The branching goes on untill we reach
the maximum depth of the cascade, or a node does not have sufficient data to
be learnt.

The resulting tree of MVRVMs, is used in the prediction process. The predic-
tion process starts from the root node. The root node is designed to give a rough
estimation of the head pose. Based on the predicted yaw angle, the child node
is chosen to be the next node used in the path while traversing the tree of the
cascade. The longest prediction path is predicting and improving the estimation
by d predictions, where d is the maximum depth of the cascade.

Although, free variables available in using MVRVM for solving the problem
of head pose estimation were optimized [15], we now introduce new free variable
that needs to be optimized. We carried out experiments to optimize those pa-
rameters, the tree branching factor and its depth. We also investigated different
MVRVM kernel types.
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4 Evaluation and Results

In this section, we present the evaluation of our approach on challenging datasets
of persons captured in different conditions. These datasets have continuous head
pose variation. They vary in the background, illumination, indoor and outdoor
locations, resolution, etc. We show the results of the experiments on the datasets
to optimize the free variables in our approach. In general we optimize the kernel
width and type of the RVM. Moreover, we optimize the branching factor of
the tree. Finally, we validate our approach for generalization purposes on large
subsets of the dataset.

4.1 Datasets

The standard datasets like FERET [14] has discrete specific values for head
pose. A continuous angles variation is an important feature that the dataset
must have to perform a proper evaluation of our regression-based approach.
Moreover, using real data captured in the wild is an important feature to assure
the validity of our algorithm on real-life scenarios. The Labeled faces in the wild
[9] is a challenging dataset in terms of occlusion, image quality, varying poses,
different illumination, etc. However, it does not provide sufficient samples for
each subject in different poses. Good candidates to the best of our knowledge
are the video datasets, YouTube faces [18] and the PaSC [3].

YouTube Faces Dataset The YouTube faces dataset [18] is a challenging
dataset that has 3425 videos of 1595 different people. The authors of the dataset
provided the rotation angles of each frame in the dataset. They used face.com
API to provide the head rotation angles.

Point and Shoot Face Recognition Challenge (PaSC) In 2013, Beveridge
et. al produced the PaSC dataset [3]. They used inexpensive ”point-and-shoot”
cameras. They collected 9376 still images and 2802 videos of 293 people. The
videos were recorded in different locations, outdoors and indoors, with varying
illumination and backgrounds. The authors provided meta-data with the dataset
that contains the face detection in the video frames. The head rotation angle was
provided by the PittPatt detector. The scenarios they had in the videos shows
the face from the right profile to the left profile in continuous motion, where
the yaw angles changes widely along the videos. Two video types were provided
in the dataset, hand-held and controlled subsets. In the hand-held videos, the
frames are very shaky and challenging. The controlled videos, have a stable
background. Both video types are challenging. Figure 1 shows sample images
from the dataset.

The rotation angles in the datasets were produced using the face.com API
for the YouTube Faces, and PittPatt for the PaSC (yaw angle only) dataset.
However, the work done by [2] focuses on facial landmarks detection, and can
estimate the head pose. We used their approach to generate estimations of the



6 Selim et. al

head rotation angles. However, even this approach was challenged, as it was
unable to detect and track the landmarks in some hard frames of the detected
faces in the PaSC dataset. It worked with about 72% of the faces provided by the
meta-data in the dataset. However, we don’t need all the frames, as our approach
learns the head pose from appearance and can estimate it for any detected face.

4.2 Parameters Optimization
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Fig. 3. Comparing different kernel types on the PaSC dataset. Average errors in the
yaw angle estimation are shown with the standard deviation among all dataset videos.
Gaussian kernel yields the least error.

Choice of the Kernel and its size As mentioned in section 3, the kernel type
is chosen in a way that suits the data provided to the RVM. Kernel type affects
the accuracy of the training as it is the metric mapping the input to the output
of the RVM. We evaluated four kernel types (Gaussian, Linear, Bubble, and Cu-
bic) on the PaSC dataset subject videos and on the YouTube faces dataset.The
Gaussian kernel yields the least error in the yaw angle estimation, hence it is
the kernel that we used in the next evaluations. The kernel width has a strong
effect on the accuracy of the cascade. In [15], the kernel was optimized for the
head pose estimation problem. It was varied starting from value 3 up to 50. The
optimal value found was 13.

Grid Size In the work [15], the result of optimizing the face grid size to was
reported to be 15 × 15. Here we build upon these results, and proceed to build
the cascade tree for solving the problem of head pose estimation.
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4.3 Branching Factor

The tree branching factor affects the accuracy of the estimations. We variate
the branching factor of the cascade tree from 2 splits up to 5 splits. Having
more than 5 splits makes the range very small in the child nodes. We start the
optimization at branching factor of value 2, which is the minimum number of
splits possible. When the branching factor was more than 4, the number of input
samples decreased quickly in the tree, h ence, resulting in a shallow tree. The
branching factor with the least error was 3. We set the root node to have only
two children, thus classifying right or left profile faces. Further children in the
tree have branching factor of 3. Based on that setup, the leaf nodes of the tree get
very small range of angles after depth of 3. Consequently, we set the maximum
depth to be 3 levels.
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Fig. 4. The effect of the branching factor on the mean error in the head rotation angles
(left). The effect of the number of the branching factor on the tree nodes count (right),
using the YouTube faces dataset

Figure 4 shows the effect of varying the branching factor on the YouTube
dataset. The results are the average of 4-fold cross validation on all the 1595
subjects in the dataset. In figure 4, we see that the 3 splits has the most number of
nodes, which means a better representation of the data in the cascade tree. It also
follows that the least average error on the main head rotation angle, the yaw, is at
3 splits. Considering the presented evaluations, we optimized the free parameters
in our approach by 4-fold cross validation experiments which considered all the
videos of one of the subjects. Thus, the next step is validating the approach with
as many samples from the dataset as possible, which is discussed in subsection
4.5.

4.4 Single RVM vs. Cascade Tree

It is important to compare the single MVRVM [15] to the Cascade tree of
MVRVMs. Table 1 shows the mean accuracy of 4-fold cross validation test on
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the PaSC dataset. The cascade tree approach yields smaller errors in all head
rotation angles.

Method Yaw Pitch Roll

Single MVRVM [15] 5.4 ±4 5.4 ±4 3 ±2.5
Cascade Tree 4.6 ±3.32 5 ±4 2.3 ±2.1

Table 1. Comparing the Single with the Tree Cascade of MVRVMs. The Cascade
shows smaller mean error - PaSC. (Mean error ±std). Validation experiment of chunks
of 5000 samples.

4.5 Validation

Based on the findings so far, the kernel width optimal value is 13, and the
optimal number of grid divisions is 15. The final step is approach validation.
We generated better head pose estimations for the PaSC dataset using a newer
method proposed by [2](compared to PittPatt used in the dataset metadata).
Their method deals with landmark localization and tracking, and it can be used
in head pose estimation. To validate our method for generic use, we first shuffle
all video frames from all subjects. Then we divide the frames into sets of 5000
frames each. We run 4 fold cross-validation on each set. The number of validation
sets in the PaSC is 25, each having 5000 random frames from different subjects.
Table 4.5 shows the average mean error with standard deviation reported on all
the sets.

Dataset Yaw Pitch Roll

PaSC [15] 5.4 ±4 5.4 ±4 3 ±2.5
PaSC (Our work) 4.6 ±3.32 5 ±4 2.3 ±2.1

HPEG (Work [6]) 4.25 ±3.04 3.83 ±2.72 -
HPEG (75,25) 2.6 ±1.2 1.9 ±2 -
HPEG (25,75) 3.45 ±1.9 2.15 ±2.25 -

Table 2. Validation results, reported on the PaSC dataset. Average errors in the angles
with the standard deviations are reported.

The MVRVMs can learn the head pose by the appearance of the face with
high accuracy. Less the 4.6 ◦error in the Yaw angle in the validation tests are
reported on very challenging uncontrolled datasets. Regarding the pitch and
roll angles, the MVRVM reported errors less than 5◦on PaSC. Fig. 5 shows
the distribution of the errors in the angles on the dataset frames. We can see
that the error is below 5◦ in the yaw angle for about 66% of the data. and
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below 10◦ for about 98% of the data. The errors in the pitch and roll are a bit
higher which could be due to the fact that the video frames did not have as
big variations as in the yaw angle. Finally, our method is suitable for real-time
applications as the time taken by the computation of one single prediction of
the three head rotation angles is only 6 milliseconds, with no need of complex
landmark detection or model fitting or tracking.

We compared our approach with the work in [6] using the same dataset, the
HPEG dataset [1]. The dataset contains 10 video sequences of people rotating
their head, the groundtruth angles were provided by the dataset. They acquired
it using markers attached to the subject’s head (outside the face). The work
in [6] requires tracking and doesn’t require training, We require training on a
subset of the dataset. We used different training and testing percentages of the
dataset, either 25% or 75%. Results are shown Table 4.5.
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Fig. 5. Results of our new approach in the validation experiment on the PaSC dataset.
Yaw error is below 5◦ in the yaw angle for about 66% of the data. and below 10◦ for
about 98% of the data

The architecture of the machine used in the evaluations is a 6-core Intel
Xeon CPU with hyper-threading technology, and 64 GB of RAM. Our evaluation
application runs in parallel using the 12 threads provided by the CPU.
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5 Conclusion

In this paper, we present a cascade tree of sparse regressors to solve the problem
of head pose estimation. This work is built upon the work in [15]. We use the
face appearance as the only input, and generate normalized pixel features for
training a cascade of MVRVMs. The simple features used are inexpensive to
compute on a CPU.

We significatly improve the work in [15] by building a more complex structure
that can handle more input data and improve the accuracy of the head pose
estimation. Moreover, we make further analysis of the MVRVMs kernels. We
also, use a more challenging dataset for training the cascade and validating
our method. Finally, we generalize our method where we train using different
subjects and not only one subject. Our new proposed approach works on unseen
faces.

We tested our approach on two challenging datasets, the YouTube faces
dataset and the PaSC dataset. Although, if the values provided by the datasets or
the Chehra library [2] are not the absolute correct head rotation angles, we show
that we can learn these numbers without the need of model fitting or complex
landmark localization. Besides our extensive cross validation experiments which
we ran on hundreds of thousands of images from the datasets, we compared our
approach to another model-free one by [6], and we show that we significantly
reduce the average error on the HPEG dataset [1].
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