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The dataset belongs to the ST2 task of the CVPR 2007 Copy Detection Live Benchmark, which 
deals with localized CBCD. Queries consist of randomly selected video sequences form the refe-
rence database mixed with non-reference material and modified by one or several transforma-
tions cropping, fade cuts, insertion of logos, moving texts, change of contrast, gamma. 

Sequences belonging to the reference database must be detected and localized in the query 
and the reference video with their start and end time code.

The used performance criteria for the CBCD evaluation were:
Results

MUSCLE-VCD-07-Data
- 100 hrs. database
- 45 min. queries
- 577 query segments
- 6 transformations

Large scale online video platforms like YouTube 
rises new critical issues for content owner and plat-
form provider when it come to the illegal distribution 
of copyright protected video content by its users. 

Furthermore the nature of such platforms encoura-
ge the reediting, modification and mixing of self-
created video content with already available video 
content not created by the user. Often the reused 
video snipplets consist of copyright protected video 
material that is used without the knowledge of the 
content owner and therefore should be identified, 
localized within the video and deleted by the plat-
form provider. 

Content Based Copy Detection (CBCD), as an 
alternative to a watermarking technique, pro-
mises to solves this issue.

Per definition, a copy is not only an identical or 
near duplicate video sequence, it is rather a 
transformed video sequence resulting in a distor-
tion of its original appearance.  

Additionally, the huge amount of new video ma-
terial that is produced and uploaded to such 
online platforms, forces CBCD systems to be 
highly efficiently in terms of processing perfor-
mance and detection rates. 

It can be seen that the trellis image is too noisy to make a 
distinct localization possible. An additional Least Square 
Fitting of the trellis path in the next image improves the 
localization precision dramatically. 

In combination with the edit distance value and the trellis 
information we are able to make a global decision if a 
positive match was detected and a local decision where 
the match occurred.

The last processing step is to make the decision if a query 
video contains sequences of a reference video For this we 
threshold the min. edit distance against a learned value. 

Additionally, adjacent query shots of positive matches are 
also checked against the threshold and potentially merged 
together. 

Due to efficiency reasons we first compute k shot candi-
dates using Nearest Neighbor Matching on keyframe level 
with color histograms features. However, this first reduction 
of the whole search space does not provide localized query 
matches.

As a second step we perform the computational more expen-
sive edit distance calculation on the shot candidates using 
CLD features. This similarity check provides finally localized 
matches on frame level.

Below a resulting trellis image of similarity check between a 
query and a reference shot is shown. A distinct localization of 
a copy would appear as a diagonal line indicating an identi-
cal sequence given by the lowest cost for its frame-by-frame 
comparison.

Having the structural information of the videos availa-
ble we extract color histograms from the keyframes 
and MPEG-7 Color Layout Descriptors (CLD) from 
the shots.

A common setup of a CBCD systems holds a databa-
se of known copyright protected videos known as re-
ference database and checks questioned video called 
query videos against it.

The first step is to perform temporal segmentation into 
shots and keyframe extraction on the entire reference 
database and query videos.

QualitySegment =
NCorrect - FalseAlarm

NSegments QualityFrame =
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Nframes1 - ( )

QualitySegment is computed from the percentage of mismatched segments in all que-
ries. QualityFrame represents the percentage of mismatches frames in all queries in-
cluding non-detected segments, imprecision within correctly detected segments and 
false positive matches. 

Our system obtained a value of 0.79 for QualitySegment, compared with 0.86 as best 
and 0.33 as worst result of the 2007 evaluation and 0.35 for QualityFrame, compared 
with 0.76 as best and 0.17 as worst result of the 2007 evaluation. 


