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THE RECOGNITION THAT KNOWL-
edge is one of an enterprise’s most important
assets, decisively influencing its competi-
tiveness, has fueled interest in comprehen-
sive approaches to the basic activities of
knowledge management: the identification,
acquisition, development, dissemination,
use, and preservation of the enterprise’s
knowledge. Traditionally, enterprises have
addressed knowledge management from
either a management or a technological
point of view. Managers understand that the
knowledge their employees possess is one of
their company’s most valuable assets. They
are concerned with the effective use of per-
sonal knowledge and the qualitative and
quantitative adaptation of this knowledge
toward a changing environment. The tech-
nological approach, by contrast, deals with
questions about what information technol-
ogy should be provided to support knowl-
edge management.1

We find that effective knowledge man-
agement requires a hybrid solution, one that
involves both people and technology.2As this
article shows, our long-term vision is a cor-
porateor organizational memoryat the core
of a learning organization, supporting shar-
ing and reuse of individual and corporate
knowledge and lessons learned. Arranged

around such an OM, intelligent knowledge-
management services actively provide the
user working on a knowledge-intensive oper-
ational task with all the information neces-
sary and useful for fulfilling this task (see
Figure 1).

Our view of an organizational memory
grew out of our practical experiences and also
conforms well with definitions suggested in
the literature: an OM’s main function is to
enhance the organization’s competitiveness
by improving the way it manages its knowl-
edge. To achieve this goal, short-term efforts
should concentrate on knowledge preserva-
tion,3 which is based largely on explication
of tacit knowledge and which is supported by

expert systems, issue-based information sys-
tems, best-practice databases, and lessons-
learned archives. Gaële Simon introduces the
term knowledge capitalizationfor nearly the
same process, which “allows [us] to reuse, in
a relevant way, the knowledge of a given
domain previously stored and modeled, in
order to perform new tasks.”4 However,
Simon emphasizes the exploitation of exist-
ing documents, which are based primarily on
(maybe structured) natural language. In the
long run, we feel an OM should also support
knowledge creationand organizational learn-
ing.5 As this article shows, an OM must be
more than an information system but must
also help to transform information into action.
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Practical requirements

In recent years, we have performed sev-
eral case studies,prototype developments,
and evaluations concerning knowledge-
based systems for supporting complex tasks
in technical domains,such as motor design or
the configuration of production facilities.
Discussions with industrial customers and
our growing understanding of their particu-
lar needs turned us away from the expert-
system approach centered around the idea of
an autonomous problem-solver. We have
moved instead to the idea of an OM,which
emphasizes the support of the human user by
providing, maintaining, and distributing rel-
evant information and knowledge. We have
also concluded that an OM cannot simply be
a passive information system,but must act
as an intelligent assistant to the user.

Our experiences showed that the follow-
ing requirements are crucial for an OM’s suc-
cess in industrial practice:6

• Collection and systematic organization of
information from various sources. Knowl-
edge needed in work processes is cur-
rently scattered among various sources,
such as paper and electronic documents,
databases,e-mails,CAD drawings,and
the heads and private notes of individuals.
The primary requirement for an OM is to
prevent the loss and enhance the accessi-
bility of all kinds of corporate knowledge
by providing a centralized,well-structured
information depository.

• Minimization of up-front knowledge engi-
neering. Even though the advantages of
having an OM are generally recognized,
organizations are reluctant to invest time
and money into a novel technology whose
benefits are distant and uncertain. Fur-
thermore, prospective users have little or
no time to spare for requirements and
knowledge acquisition. An OM thus must
exploit readily available information
(mostly databases and electronic or paper
documents),provide benefits quickly, and
be adaptable to newly arising requirements.

• Exploiting user feedback for maintenance
and evolution. As with up-front knowledge
engineering,OM maintenance efforts must
be minimized. An OM also must deal with
incomplete, potentially incorrect,and fre-
quently changing information. To keep an
OM up to date and gradually improve its
knowledge, is is important to collect feed-

back from its users,who must be enabled
to point out deficiencies and suggest
improvements without significantly dis-
rupting the usual workflow.

• Integration into existing work environ-
ment. To gain user acceptance, an OM
must tap into an organization’s existing
flow of information.3At a technical level,
the OM thus must directly interface the
tools currently used to do the work,
including word processors,spreadsheets,
CAD systems,simulators,and workflow-
management systems.

• Active presentation of relevant informa-
tion. In industrial practice, costly errors
are often repeated due to an insufficient
flow of information. A passive informa-
tion system cannot avoid this situation,
because workers are often too busy to
look for information or don’t even know
that pertinent information exists. An OM
therefore should actively remind work-
ers of helpful information and be a com-
petent partner for cooperative problem-
solving.

Organizational memory
assistant systems

Our case studies underscore the need for
computer-assisted knowledge capitalization.
This corresponds well with Thomas Daven-
port’s demand for a hybrid solution for know-
ledge management:information technology
can easily capture, transform, and distribute
large amounts of highly structured knowl-
edge. But,for tacit,hard-to-formalize knowl-
edge that must be interpreted in a broader
context and combined with other types of
information,humans are the “recommended
tool.”2 If the effort for formalizing knowledge
is too high,it should be left informal and
processed by humans. However, information
technology can increase the quality of a per-

son’s decision-making and problem-solving,
such as by providing relevant informal know-
ledge in the actual work context. Thus,the
machine amplifies human knowledge.

The hybrid approach for knowledge man-
agement corresponds well with the shift of
focus in artif icial intelligence. While an im-
portant AI goal has been to build knowl-
edge-based systems that solve challenging
problems on their own, an intelligent-
assistant system cooperates with a human
user in solving a problem. It contributes to
the solution,for instance, by solving sub-
problems,performing calculations,or ver-
ifying or criticizing the user’s solutions.

This approach has drawn considerable
interest for a variety of reasons. Well-known
difficulties of conventional knowledge-based
systems such as brittleness or limited user
acceptance called for adequate solutions. To
solve important problems,it is often better
to let the computer work out what might be
done but to let the human user decide, thus
distinguishing workload versus decision
competence and responsibility. The combi-
nation of the assistant system and the user
improves both problem-solving capabilities
and user acceptance. Fredrick Brooks illus-
trated this cooperation by the formula7

IA > AI

meaning that an intelligence-amplification
system—machine anda mind—can beat an
AI system—a mind-imitating machine work-
ing by itself.

Providing knowledge as a central OM
service. In the following, we will concentrate
on one central service of the OM:providing
the necessary knowledge whenever it is
needed. For this,the OM realizes an active
knowledge dissemination and usage approach
that does not rely on a user’s queries but auto-
matically provides knowledge useful for solv-
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ing the task at hand. The resulting system acts
as an intelligent assistant that

• accompanies the execution of tasks,and
• presents relevant information that helps

workers do their jobs better and more
effectively.

For an OM to be effective, users must
receive relevant information at the right
time without being overwhelmed with a
flood of irrelevant data. Information is rel-
evant only if users can perform their task
better with this information than without it.
Thus,relevance of information is always
defined with respect to its use. Conse-
quently, actively providing information in
an OM—in contrast to conventional infor-
mation filtering—is primaril y oriented
according to a task model in addition to a
user model. Until now, knowledge on task-
specific relevance has been only implicitly
represented in application programs,en-
coded in database queries, or not repre-
sented at all, but hidden in assumptions
underlying the active by-hand navigation in
hypertext information systems. Instead, we
propose to explicitl y represent the relation-

ship between task,application situation,and
knowledge context in a declarative way.
Explicit modeling facilitates application de-
velopment and maintenance, makes auto-
matic analyses possible, and allows for sys-
tematic evolution of the OM content and
behavior over time.

A functional view 

The biggest profit from support by an OM
will lik ely come in tasks that are complex,
difficult, and important by nature. To per-
form these tasks,the human experts need
considerable skill and knowledge. Such
knowledge tasksdeal with the acquisition,
creation, packaging, and application of
knowledge, and can be increasingly identi-
fied inside the core competencies of modern
enterprises.8 Given their characteristics,a
complete automation—or even a very de-
tailed partition into subtasks—is usually not
feasible because there is no predetermined
task sequence that, if executed, guarantees
the desired outcome. In fact,what we call
knowledge tasks, or knowledge-intensive
tasks, essentially amount to the notion of

wicked problemsintroduced by Rittel in the
1970s and extensively discussed by E. Jef-
frey Conklin and William Weil, in the con-
text of organizational memories.9

An OM helps a user perform knowledge
tasks by actively providing useful informa-
tion and knowledge. Knowledge tasks are
often embedded into more “tame”work pro-
cesses,which are linked to them by exchange
of information, decisions,and documents.
Thus,the embedding business processes nat-
urally provide the context for performing,
analyzing, and supporting knowledge tasks.
We propose a three-layered model as
sketched in Figure 2,which points out the
main issues to be addressed when building a
system for realizing context-sensitive, active
knowledge supply.

Our approach models and executes pro-
cesses and tasks on the application level.
When a knowledge worker recognizes an
information need within the actual flow of
work, a query to the OM must be derived.
This query is instantiated and constrained as
specifically as possible on the basis of the
actual work context. In the opposite way, the
OM can also store new information created
within a given working situation in a con-
textually enriched form such that subsequent
retrieval processes might compare the query
situation with the creation situation for esti-
mating context-specific relevance.

As one of many possibilities for realizing
the application level, we include conven-
tional business-process models and work-
flow-management systems. Doing so lets us
rely on a body of well-understood knowledge
already formalized in enterprises and used to
guide and support work processes.

Because an OM relies substantially on
existing information sources,the object level
is characterized by a variety of sources,het-
erogeneous with respect to several dimen-
sions concerning form and content proper-
ties. The OM performs the mapping from the
application-specific information needs to
these heterogeneous object-level sources via
a uniform access and utilization method on
the basis of a logic-based, knowledge-rich
knowledge description level.

Object level. This level comprises manifold
information and knowledge sources,ranging
from machine-readable formal representa-
tions to human-readable informal represen-
tations. Crucial parts of corporate knowledge
to be processed by the computer must be for-
malized, whereas other parts that need only
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be understood by humans might be left infor-
mal. The decision whether to formalize or
not rests on cost-benefit analyses,stability of
knowledge, and the question whether some
portion of knowledge canreasonably be for-
malized at all.

On the one hand, an OM will have to deal
primaril y with less formalized knowledge
contained in more or less structured, prefer-
ably electronic documents. These informal
or semistructured knowledge representa-
tions are well tailored to human needs.
Readily producible and easily understand-
able natural language, graphics,or images
can express and exchange various kinds of
knowledge. Lessons-learned databases—
for example, those stored in an intranet or
a Lotus Notes environment—are a typical
example of informal knowledge. Other fre-
quently found sources of informal knowl-
edge are human-resource knowledge bases
about employee capabilities and skills.
Existing informal documents such as man-
uals of technical systems are an important
knowledge source that should be made
accessible through an OM.

On the other hand, such informal knowl-
edge can neither be operationalized for auto-
matic problem-solving (such as expert-
system rules) nor processed by complex
query-answering mechanisms (such as data-
bases). Hence, its usefulness for supporting
human problem-solving is limited. Else-
where, we presented an OM prototype for
crankshaft design for a manufacturer of
motor-powered tools and vehicles.6 In this
system,parts of the company’s design knowl-
edge are formalized as rules that are em-
ployed for critiquing and suggesting viable
solutions. We distinguished two types of
design rules:hard constraints,which should
always be satisfied, and soft recommenda-
tions,which allow occasional exceptions. The
reasons for the design rules,which are impor-
tant for assessing the relative merits of sev-

eral viable design alternatives,are attached
as natural-language annotations taken directly
from the expert interview protocols. Figure 3
shows a recommendation and an implica-
tional design constraint.

The costs and effort required for formal-
izing major amounts of knowledge are usu-
ally prohibitive. Therefore, an OM primar-
il y contains informal knowledge sources,
organized and made accessible by more for-
mal notions. In this specific example, it made
sense to formalize the described rules
because they influenced highly important
design decisions. Moreover, because the sys-
tem only generated advice and critique and
was never intended for fully automatic oper-
ation, the requirements on consistency and
completeness of the knowledge base were
much easier to achieve than for a conven-
tional knowledge-based system. Also, the
underlying knowledge-evolution approach
aims at a continuous knowledge capture on
the job and does not depend on a successfully
completed knowledge-acquisition phase
before system deployment.

Knowledge-description level. This level
enables a uniform, intelligent access to a
diversity of object-level sources. Because
legacy information systems must be incor-
porated without modification, we propose
a separate, knowledge-rich information-
modeling level. Essentially, its purpose is
to ease

• precise selection and efficient access to
information and knowledge recognized
as relevant in a given task context and
application situation, and

• better comprehension and interpretation
by the user and the system in a given task
and application context.

The “Inf ormation modeling”sidebar de-
scribes the operations of this level in detail.

Application level. As already mentioned, the
OM’s application level links the information
model and the concrete application situation.
Parameters of the actual work context map
onto expressions of the OM repository and
result in the appropriate queries and asser-
tions. Using this basic functionality, we can
realize the OM’s various services in differ-
ent ways,ranging from dedicated programs,
which perform a particular, well-defined
task,to flexible and universal query inter-
faces,which allow the user to access the
information contained in the OM. As usual,
dedicated approaches result in tight support
of specific activities, while more flexible
approaches cover larger areas but offer less
specific support, thus requiring more user
interaction.

Concentrating on providing knowledge
items relevant to assist the human expert in
solving knowledge-intensive tasks,we want
to discuss our approach for realizing a flex-
ible but concise coupling to an enterprise’s
activities. This approach relies on an explicit
modeling of the relation between task,appli-
cation situation, and knowledge context.

Business-process-oriented knowledge man-
agement. The first prerequisite for repre-
senting task-specific relevance of knowledge
items is a suitable representation of the tasks
in question. In general, any particular task
in an enterprise is part of some comprehen-
sive process—for example, product devel-
opment. To develop a general approach for
context-specific relevance assessment,we
selected business-process modeling as a
promising starting point.10Business-process
models have proved valuable both in busi-
ness-process reengineering and as a basis for
dynamic enactment by workflow-manage-
ment systems. Beyond the plurality of the
various systems and tools,the Workflow
Management Coalition defined a standard
model.11This widely accepted methodology
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Figure 3. Example of (a) a recommendation and (b) an implicational design constraint.

rreeccoommmmeennddaattiioonn::  cc11
iff the machine-type of crankshaft is (farmer or hobby)

then the weight of crankshaft should be [150 ... 180]

“Somewhat heavier crankshafts (weighing 150-180 grams) are used in low-end machines,
since a low weight is less important for occasional users.”
(a)
ccoonnssttrraaiinntt::  cc55
if the machine-type of crankshaft is professional

then the bearing-type of main-end-bearing must be full-needle

and (the width of main-end-bearing) = (the width of low-end-bearing)

“Only a full-needle bearing is durable enough for heavy use.”
(b)

.



44 IEEE INTELLIGENT SYSTEMS

Information modeling 
Every information and knowledge item is described by a number of

attributes representing the information metamodel,the information con-
tent,and the creation and application context. The concepts for the
knowledge descriptions are specified in ontologies (see Figure A).

Information metamodeling

The information metamodeldescribes the different kinds of informa-
tion sources with their respective structure, access,and format properties.
The vocabulary for the information-source metamodels comes from the
information ontology, which also contains generic concepts and attributes
that apply to all kinds of information—such as the timeliness,the author,
the reliability of information, or the type of statements an information
source makes. For instance, it might express descriptiveknowledge about
products and processes or prescriptiveknowledge stating how to do cer-
tain things. The information ontology also introduces concepts and attri-
butes specific for certain kinds of information sources. For instance, ac-
cess to an external commercial database involves costs and time delays,
whereas personal competencies must be accompanied by the level of
expertise of an employee and her availability.

Essentially, the information ontology comprises all aspects of informa-
tion and knowledge sources that are not content-specific. It also provides
links into the domain ontology used for content description, and it pro-
vides links into the enterprise ontology used to describe the creation con-
text and the intended utilization context of knowledge items. The simpli-
fied example shown in Figure B gives an impression of how the several
ontologies interact.

If an enterprise information ontology is accomplished, it should be
reusable with only small adaptations for most enterprises. Its concrete
design is still subject to our ongoing research. There are already contribu-
tions for specific kinds of information sources. For instance, it is usual to
model logical and layout structure of printed documents. Embedding
documents and document flow into organizational context is investigated
in Office Automation and Document Analysis and Understanding.1

Besides the more syntactic and contextual issues,information metaprop-
erties are of particular importance for realistic applications. Concerning
those, hints emerge in the areas of lessons-learned archives (for distin-
guishing form, content,and availability as the basic knowledge-modeling
dimensions2) and business-knowledge navigation (for identifying form,
quality, and resource constraints as crucial retrieval factors besides the
content3). The retrieval system can derive just such retrieval constraints
from the formalized query context, thus supporting the precise selection
of useful information.

Content modeling

For modeling the content of information sources,we use terms from a
domain ontology. For the design of this ontology, we can build upon
metamodeling mechanisms for databases,formal knowledge, and text
documents:

• Ontologiesand data modelsare used in knowledge-based and data-
base systems,respectively, to specify the basic assumptions that
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went into the system’s conceptualization.4

Semantic data models are simple kinds of
ontologies.

Using formal ontologies for content
description lets an inference component
make formal inferences over kinds of the
represented knowledge and lets us formulate
retrieval heuristics that exploit the domain
structure. While most such conceptual infor-
mation retrieval approaches extend the key-
word-based content characterization of clas-
sical information retrieval by embedding the
content identifiers into a formal structure,
they nevertheless rely on quite a sparsecon-
tent characterization. Recent approaches
have proposed more detailed content models
that allow precoordination of concepts,for
example.5

• Classification systemsare used in digital libraries and document-
management systems. Classification systems are pragmatically
designed for optimum human ease of access. They do not aim at a
semantically clear formal model.

• Thesauri are repositories of lexical semantics. Highly sophisti-
cated, hand-crafted thesauri (such as WordNet6) capture more
semantics than most known formal ontologies. In contrast,similar-
ity thesauri, which are usually automatically built up from collec-
tions of available documents,represent weighted-term associations
for use in query expansion in information retrieval or for document
classification.

The integration and conjoint use of these kinds of metalevel descrip-
tions poses an interesting research question,because they differ consider-
ably in their depth of modeling the world, the methods used, and their
typical use. Because an OM contains both formal and informal know-
ledge, we propose an integrated use of ontology and thesaurus for do-
main modeling. The concepts of the domain ontology are the basic primi-
tives for the formal knowledge representation. In addition, the integrated
use of ontology and thesaurus contains lexical information for use in
classifying and accessing informal knowledge. For instance, the concepts
of the ontology are extended with equivalent linguistic terms that occur in
textual documents.

Context modeling

In addition to the usual modeling dimensions of information retrieval,
we focus on context as highly relevant for retrieval within an organ-
ization. Context modeling concerns two issues:

• the intended application context of a knowledge item,and
• the context a knowledge item was created in.

For instance, if a notice about some customer or supplier has been
created within a certain business context—such as price negotiations—
this context information can be very valuable in determining the rele-
vance of this notice in a new application context. For particular kinds of
information—such as best-practice reports, lessons-learned or formal
design rules—the application task can be specified in advance. We sug-
gest expressing information context in terms of the organizational
structure and the process models. These in turn are expressed in terms
of the enterprise ontology. The design of the enterprise ontology builds
on insights and developments from enterprise modeling, from business-
process modeling, and organizational modeling in knowledge-based
systems.7,8

Knowledge description in lessons-learned archives

Table A shows a sample knowledge-item description in kind of a frame
representation that was inspired by knowledge-item descriptions for
organizing lessons-learned or best-practice databases.2

Implementation aspects

For representing and infering knowledge descriptions,most research
approaches rely on description logics or relational databases and Datalog;
some newer projects build on Frame-Logic. From the performance and inte-
gration points of view, we prefer database-oriented systems with deductive,
object-oriented facilities,extended by mechanisms to handle the various
forms of uncertainty naturally coming into play in information retrieval.
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.



offers a declarative task representation that
can be extended to reflect the OM-specific
needs. The dynamic execution of a process
model by some workflow engine offers the
necessary hooks to realize the active support
by the OM.

Descriptions of tasks in a business process
comprise the predecessors and successors in
the process,the particular activity with tools
and resources,and the variables that are
accessible from the workflow system and the
tools. Knowledge tasks as parts of a business
process are not deeply modeled. Consider,
for example, the credit process in a bank.
Making the decision whether a customer is
creditworthy is surely a knowledge task. The
process model,however, represents it as a
simple task of filling out a particular form.

To enable the OM to provide optimal sup-
port for tasks of this category, we developed
a representation frame for knowledge tasks.
This representation extends the formalisms
adapted from the business-modeling ap-
proach: it characterizes a knowledge task by
the specification of supporting information
that helps the human achieve the goals of the
task. To fulfill an information need, actions
of varying complexity can be imagined, rang-
ing from database queries using well-defined
selections,to arbitrary deductions on content
descriptions of a document base or calcula-
tions by some expert system.

We interpret the complete process model

as the global context of the knowledge task,
as the process ultimately describes the
objective of the task sequence. During en-
actment by the workflow system,the in-
stances of the variables form the local con-
textof the particular task instance, providing
the necessary information about the envi-
ronment for the actual activity. This is com-
pleted by a variety of workflow control data
that the workflow system offers and that
inform about the state of the particular
process instance.

This integration of workflow-related infor-
mation into the knowledge-handling mecha-
nisms provides answers to three guiding
questions that play a crucial role in effective
support:

• What is the overall goal of a particular
activity, and which support is needed?
(this is represented in the process model),

• What contextual information is already
known at this particular instance? (this is
answered by the workflow activity in-
stance),and 

• When is the support appropriate? (when
the activity is started during workflow
execution).

Extended representation of knowledge tasks.
To realize the concepts just discussed, we
extend the representation of a knowledge
task beyond what is usually represented in a

business process model by

• A set of information-need descriptions.
Each information need bears a name and
is characterized by a set of preconditions
(governing when the information need has
to be considered),a parametrized infor-
mation retrieval query, and a declaration
of the local goals to which it contributes.

• A set of postprocessing rules that influ-
ence the presentation of nonformalized
information or guide the processing of
formalized data. Results of these pro-
cessing steps might trigger preconditions
of some information needs.

This modeling of some knowledge task
occurs during process definition. The human
expert creating the extended process model
formulates information needs that result in
relevant information at runtime.

Processing a knowledge-task model. The
evaluation of the extended representation of
a knowledge task at runtime lets the OM real-
ize its role as an assistant system. Controlled
by the workflow enactment service, the acti-
vation of a knowledge task starts both the
conventional application (for example, an
editor with a form needing some key data and
a decision whether the credit should be
granted) and an additional knowledge agent
(see Figure 4). The latter evaluates the pre-
conditions and offers the available informa-
tion as possible support to the user. On the
user’s demand, the system instantiates the
current parameters and performs the infor-
mation retrieval. The postprocessing rules
determine the presentation of the result,
which finally enables the user to proceed in
the knowledge task. If the user decides that
the task has been completed, control trans-
fers back to the workflow system.

Knowledge acquisition and
maintenance

Knowledge acquisition and maintenance—
the main reasons why knowledge-based sys-
tems so often failed in industrial practice—
also pose a serious challenge for OMs. As our
industrial case studies showed, minimizing
costs for up-front knowledge engineering is
critically important. Furthermore, an OM
resides in a dynamically changing environ-
ment and is thus subject to frequent changes
and adaptations.
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Enterprises can successfully develop and
maintain an OM by adhering to the following
principles:

• Exploit easily available information
sources.

• Forgo a complete formalization of
knowledge.

• Use automatic knowledge-acquisition
tools.

• Encourage user feedback and
suggestions for improvements.

• Check the consistency of newly
suggested knowledge.

Numerous experiences have shown that
for reasons of cost-efficiency and practica-
bility, knowledge acquisition and mainte-
nance should rely as little as possible on
human experts. Our approach thus relies
mostly on documents and databases,as a
cheap, plentiful, and easily available source
of information. More expensive user feed-
back should be used sparingly to detect miss-
ing, invalid, or outdated knowledge.

In the following description, we distin-
guish between techniques for extending the
object-level knowledge and the ontologies.

Updating the object level. As we’ve dis-
cussed, for every document added to the OM,
a knowledge description must be added. Gen-
erating knowledge descriptions for textual
documents can be supported by document-
classification and information-extraction
techniques. The description of the document
contentin part can be extracted automatically.
In our department,we developed document-
analysis techniques that extract relevant infor-
mation, learn appropriate classes of docu-
ments,or classify documents according to a
given set of classes.12 Some of the techniques
are specifically qualified to extract informa-
tion from printed documents and thus allow
the reuse of already existing documents in an
OM.

Databases are a second source of useful
knowledge. Knowledge discovery from data-
bases or data-mining techniques use tools
from AI, mathematics,statistics,and visual-
ization to extract knowledge from operational
databases or data warehouses. For example,
classification techniques let users extract cus-
tomer profiles from sales databases.

Exploiting automatic thesaurus genera-
tion for ontology construction. Agreed-
upon domain ontologies do not exist for

many domains. Therefore, the development
of domain ontologies and data models takes
place prior to filling in the object-level infor-
mation (with possible iterations). It con-
sumes a considerable portion of the total
development effort. Figure 5 shows a proce-
dure for knowledge acquisition and mainte-
nance that is based on the stated principles.

For exploiting the information from docu-
ment collections,we developed an automatic
thesaurus-generation tool that combines sev-
eral state-of-the-art thesaurus-generation meth-
ods. To focus the thesaurus-generation process,
a list of keywords might be supplied that are
known to play an important role in the respec-
tive application domain. Such keywords are
usually available from databases or, in the case
of an update, from an existing OM.

The thesaurus generator extracts relevant
terms and relations from the given set of doc-
uments. Even though current techniques only
allow the automatic extraction of similarity
relations (or, more precisely, “has-to-do-
with” relations),the so-obtained similarity
thesaurus shows in a condensed form many
interesting relationships between important
domain terms. By adjusting generation para-
meters, we can extract different kinds of
terms and relations,without having to read
the respective documents.

As compared to a manual knowledge-
acquisition-from-text approach, in which a
domain expert or a knowledge engineer reads
selected texts to identify relevant pieces of
knowledge, automatic thesaurus generation
is particularly effective when large amounts
of text are available. These texts might even
be of rather poor quality and contain a mix-

ture of relevant and irrelevant information.
This is often the case with documents that
are routinely created during work processes.
But, high-quality documents summarizing
the essentials that might be used for a man-
ual knowledge acquisition are often not avail-
able or are not detailed enough to be really
useful.

The knowledge engineer then integrates
the information obtained from the thesaurus
generator into the OM semiautomatically,
scanning the similarity thesaurus and decid-
ing which relations should be formalized and
added to the knowledge base or ontology,
which should be included in the thesaurus
integrated with the ontology, and which
should be ignored.

Because a manual inspection and classifi-
cation can only be performed for a limited
number of similarity relations,a tool supports
the knowledge engineer that highlights the
most prominent relations not yet known in
the current organizational memory. This tool
also lets him specify actions based on various
criteria,which are then automatically applied
to the other terms and relations in the simi-
larity thesaurus. The described knowledge-
acquisition and update procedure can be re-
iterated at regular intervals when a sufficient
number of new documents or database
entries have accrued.

WHILE THIS VIEW ON ORGANI-
zational memory covers the necessary steps
to realize an active assistant system for pro-
viding and managing context-sensitive infor-
mation, it is by no means a closed or com-
plete presentation of the topic. In general,
organizational memory cannot be understood
as a closed research area of its own; it merely
grows out of a pragmatic integration of man-
ifold AI—and other—techniques driven by
an ambitious application goal. Figure 6
shows a number of important research areas
that contribute to OM technology, organized
according to our three-layered view on OM
realization. Dan O’Leary presents a further
idea of possible protagonists in this domain.1

Our view of OMs grew out of industrial
experiences and is constantly checked
against reality by application projects that
use and criticize our basic research results.
Important aspects of the principles we’ve
discussed have been realized, for example,
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in a recently developed system for intelli-
gent fault recording and maintenance sup-
port in a mechanical-engineering domain.13

This application exploits vast amounts of
well-structured but nonformal technical
documentation together with a concise
domain ontology and a crisp task model and
has proved already to successfully con-
tribute to effective knowledge conservation
and dissemination. 
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